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Abstract. Online education breaks the time and space constraints of learning, 

but it also presents some new challenges for the teachers: less interaction be-

tween instructors and learners, and loss of real-time feedback of teaching ef-

fects. Our study aims to fill these gaps by designing a tool for instructors that 

shows how learners’ status change along the lecture video timeline. The study 

uses multimodal data consist of facial expressions and timeline-anchored com-

ments and labels the data with two learning status dimensions (difficulty and in-

terestingness). To acquire training dataset, 20 teaching video clips are selected, 

and 15 volunteers are invited to watch the videos to collect their facial expres-

sions and subjective learning status ratings. Then we build a fusion model with 

results from a CNN (Convolutional Neural Network) model and a LSTM (Long 

Short-Term Memory) model, and design an effective interface to present feed-

backs from the model. After evaluation of the model, we put forward some pos-

sible improvements and future prospects for this design. 
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1 Introduction 

Online courses break the constraints of time and space and share high-quality educa-

tional resources through the Internet. Compared with face-to-face learning in class-

rooms, online learning enriches learners’ interactions with learning materials such as 

lecture videos but decreases social interactions. Especially, a massive open online 

course (MOOC) usually involves several instructors and thousands of learners. From 

instructors’ perspectives, it is hard to gather and analyze the large scale of learning 

data from all the students effectively and efficiently. Instructors cannot get feedbacks 

during lectures as they can in classrooms. They also experience overwhelming infor-

mation from different sources and feel difficult to fully use it to improve instruction 

[1]. As a result, learners less interact with instructors and perceive less teaching pres-



ence, i.e., perceived level of effective instruction and guidance from instructors [2, 3] 

and is found to promote effective learning, performance and satisfaction [4, 5]. 

To help instructors analyze learning data and further promote learners’ teaching 

presence, educational systems have adopted learning analytics and educational data 

mining. Most previous research focused on a course level analysis, such as to predict 

performance, predict dropout, enhance social interactions, and recommend resources 

[6]. To improve instruction, instructors need more detailed information in a lecture 

video level, i.e., learners’ feedback along with the video timeline, so that they can 

improve their instructions of different knowledge points. Several studies designed 

tools to analyze learners’ cognitive load and engagement in a lecture video by video 

clickstream [7–9]. The overall clickstream pattern of a video could well predict the 

possibility of dropout, but it remained hard to interpret learners’ feelings by the click 

data at a specific video timepoint. 

To get learners’ feedbacks in fine granularity, researchers could choose some alter-

native data sources changing along with the video timeline. Physiological signals such 

as facial expressions and eye gazing, change during lecture learning and can well 

reflect learners’ mental states such as cognitive load and engagement. However, most 

physiological data are hard to collect in online learning contexts and therefore are 

adopted by few studies [10]. Some research collected data through web cameras on 

learners’ devices [11–13]. They aimed to design adaptive learning systems for learn-

ers but not to show how learners’ states change along with the lecture video for in-

structors. 

Besides physiological data, contents generated by learners can also reflect learners’ 

engagement. Most previous research [14, 15] analyzed forum discussion data, which 

showed a course level of learners’ feedbacks. To show a video level of feedbacks, a 

better data source is timeline-anchored commenting, which has been incorporated in 

many studies to promote discussions during learning lecture videos [16–21]. Learners 

can post a comment or an annotation specific to a playback time of the video, and 

later viewers will see these comments when the video plays to that exact time point. 

Timeline-anchored commenting can expose learners with more discussions specific to 

timepoints and further promote learning [17, 18, 20, 22, 23]. We found one study 

attempted to analyze these timeline-anchored comments and design a visualization 

tool for instructors [24, 25]. This tool showed how learners’ emotion valence, the 

relevance of discussions, and the topics changed along the video timeline. But it 

missed learners’ perceived difficulty or workload and learners’ interest or engage-

ment, which instructors are highly interested in [26, 27]. 

Therefore, our study aims to fill these gaps and design a system for instructors that 

shows how learners’ perceived learning status change along the lecture video time-

line. In addition, most studies only analyzed data from a single data source despite the 

diversity of sources according to two recent review papers about learning analytic 

tools [10, 28]. To provide instructors with a more comprehensive view, this study 

attempts to build a tool to analyze data from different data sources, i.e., facial expres-

sions and timeline-anchored comments, with multimodal methods. 

 



2 Method 

In order to construct the system, we design a data collection platform, collect data 

from a sample group of students, preprocess the data, and train an artificial neural 

network model based on those data. 

2.1 Data Collection 

Before we train the model and build the feedback system, basic work such as choos-

ing evaluation dimensions, collecting training data and data formatting should be 

done. 

Learning Status Dimensions  

First, we determine proper dimensions to evaluate learning status. In order to give 

structural feedback to the teachers, the dimensions should be real-time, relevant to 

facial expressions and comments, easy to understand and evaluate, and instructive to 

teaching improvement.  

According to the review of Student Rating of Teaching [26, 27], we choose two 

dimensions: “difficulty/workload” and “level of interest” . We use “Difficult/Easy” 

and “Interesting/Boring” as the name of these two dimensions in the following study. 

Data Collection Platform 

We need both facial expressions and comments as training dataset, and watchers’ 

emotion feedback ratings (on difficulty and interestingness) as label dataset. Thus, we 

build an online experiment platform based on HTML/JavaScript. Participants watch 

some selected video clips on the platform, and their facial expressions and ratings will 

be recorded. 

First, we choose video clips from documentaries, speeches and public classes on a 

Chinese video sharing website “Bilibili”. This website has both good quantity and 

quality of educational videos and is famous for the “Danmaku” (a type of timeline-

anchored comments) culture in China. The proper video clip should be easy to trigger 

emotions about difficulty or interestingness and rich in watchers’ comments. 20 video 

clips (in Chinese or English) are finally selected by the researchers after rated sepa-

rately on both dimensions. The topic of the teaching videos includes physics, math, 

language and history. Each video clip contains only one specific topic and lasts for 

around 1 minute, which makes it possible for the emotion feedback ratings to reflect 

watchers’ learning status. Timeline-anchored comments of those video clips are also 

collected respectively for the study.  



 

Fig. 1. Facial expressions record interface. 

The webpage of the platform collects facial expressions during the participants watch-

ing the video by using the camera on the PC (MediaStream interface on Chrome 

browser), saving as webm format videos (24 fps) (See Fig. 1). The webpage starts 

recording when the video clip starts to play, and end recording when the video is 

played. The emotion ratings towards the video are collected by two sliders on the 

webpage (range from -1 to 1, step 0.1), and the sliders will show after finishing 

watching the video (See Fig. 2). 



 

Fig. 2. Learning status rating interface 

Participants 

Fifteen university students (7 man and 8 woman), aging from 21 to 27, recruited from 

Tsinghua University and University of Tsukuba participated in the study. All partici-

pants are native speakers of Chinese, and have enough English ability to understand 

videos in English.  

2.2 Data Preprocessing 

Before the comprehensive fusion training of the multimodal data, we first prepro-

cessed data of facial expressions and comments separately. 

For facial expression data, we use interface from opencv in python to detect and 

extract facial expressions from the recorded videos. We choose one facial expression 

(screenshot in the video) per second and extract facial expressions by a well-trained 

universal model (haarcascade_frontalface_default) from opencv. All facial expres-

sions pictures are set in 128px * 128px * 1 channel after resizing and grayscale pro-

cessing. For each video of each participant we choose 20 pictures to analyze and la-

beled with his/her emotional ratings in two dimensions (difficulty and interesting-

ness).  

For timeline-anchored comments (“Danmaku” in this study), we have to extract 

those topic-related comments and screen out the irrelevant, meaningless comments 

such as greetings, internet memes, repeating words and emoticons. Moreover, in 

“Danmaku” culture, contents tend to be cute and popular, which also makes it not 

suitable for training in universal emotional analysis model directly. Thus, we set up 

both stop word list and “word meaning transfer” list. After screening the irrelevant 

contents, we calculate the emotional tendency classification and its possibility and 

confidence for each “Danmaku” comment by the interface provided by Baidu NLP. 

Then we choose those comments with confidence> 0.1 and split the sentence into 

words by interface from Jieba Chinese text segmentation. Each word is then trans-

ferred to a word vector by genism and unified in length. Finally, we get 899 valid 



Danmaku comments in total and label them with the average emotional ratings in two 

dimensions (difficulty and interestingness) of the videos accordingly. 

Moreover, the subjective evaluation of “Difficulty” and “Interestingness”, which 

will be used as label in the training process, is convert to a classification factor (-1/1) 

according to the emotional ratings (positive/negative). 

2.3 Model Training  

We choose randomly from the preprocessed dataset into the training set, which con-

tains facial expressions of 12 participants and 750 Danmaku comments.  

The fusion model is based on Stacked Generalization [29]. We use a 4-level Long 

Short-Term Memory Network (LSTM) model to classify the data from comments, 

and a 5-level Convolutional Neural Network (CNN) model with an MSE loss function 

to train the data of facial expressions. In the fusion level, those two models are inte-

grated by a 2-level Stacked Generalization-based ensemble model, which outputs the 

final classification of the learning status. Those three models are trained separately.  

Fig. 3 summarizes the structure and process of the model. A Danmaku comment 

labeled by the video’s average rating enters the LSTM model and it outputs a predict-

ed classification. A facial expression labeled by the according rating enters the CNN 

model and it outputs a predicted classification. Then Danmaku comment and facial 

expressions which are from the same person watching the same video will then enter 

the fusion level, and the model will output the final predicted classification. 

 

Fig. 3. The fusion model including an LSTM model and an CNN model. 

Considering that information in Danmaku comments cannot easily reflect feelings 

about “Difficulty”, we use only facial expression data with CNN model in “Difficul-

ty” dimension.  



3 Model evaluation 

We have facial expression data from 3 participants and 149 Danmaku comments in 

the test set. Accuracy, precision, recall and F-measure are calculated separately ac-

cording to the results from the test set (see Table 1). 

Table 1. Accuracy, Precision, Recall and F-measure of the model. 

 Interestingness Difficulty 

Accuracy 0.624 0.584 

Precision 

 

Positive 0.652 0.744 

Negative 0.612 0.365 

Average 0.632 0.555 

Recall 

 

Positive 0.429 0.615 

Negative 0.797 0.511 

Average 0.613 0.563 

F-measure 

 

Positive 0.517 0.674 

Negative 0.692 0.426 

Average 0.605 0.550 

 

The accuracy of this model for interestingness is 62.4%, and for difficulty is 58.4%, 

which is higher than a random classification (50%). Considering the sample size of 

training dataset, the results of accuracy is acceptable and bigger size of training set is 

necessary for the improvement of the model’s accuracy. 

The precision for interestingness is 65.2% for positive feedback and 61.2% for 

negative feedback, and for difficulty is 74.4% for positive and 36.5% for negative. 

The precision is better when detecting “interesting”, “boring” and “difficult”, but not 

good in “easy”.  

The recall is only 42.9% for “interesting” and 51.1% for “difficult”, but better per-

formance on “boring” (79.7%) and “easy” (61.5%). The reason might lie in the habits 

of facial expression from the watchers. Comparing with “boring” and “easy”, “inter-

esting” and “difficult” are more likely to provoke larger facial expression changes, 

and thus the model tends to relate rich expressions to interesting and difficult learning 

status. But considering that the sample of facial expressions in this study are chosen 

randomly within around 60 seconds, rich expressions in limit time could possibly 

diluted by large number of plain expressions, which leads to a relatively worse results 

on recall. A possible improvement method is to find more effective emotion trigger 

and improve time accuracy for expression detection. 

F-measure is more comprehensive and considers both precision and recall. For re-

sults of F-measure, the model of interestingness (60.5% on average) is better than the 

model of difficulty (55.0% on average), showing the advantage of using related mul-

timodal data and fusion of models.   



4 Discussion 

This study put forward a comprehensive evaluation method for the multi-dimensional 

feedbacks from students to the instructors in online education situations. In this sec-

tion, we discuss about the contribution of this model based on facial expressions and 

comments in theoretical aspects, and the future prospects for implementation of the 

system in practical aspects. 

4.1 Theoretical Contribution 

In theoretical aspect, the methodology of this study can be used to establish links of 

more learning status with facial expressions and comments. Recent researches and 

products are already able to recognize general emotions (such as happy, angry, etc.) 

with facial expressions, but in online education situations, learning status may not be 

always associated with general emotions. In the context of online learning, this study 

presents a possible method to detect more learning related status, such as concentra-

tion and distraction, by analyzing facial expressions labeled with learners’ status. 

Also, the timeliness provided by timeline-anchored comments may also help detecting 

real-time learning status by emotional recognition of the comments. 

Moreover, this study provides another way to recognize emotions from comments 

like “Danmaku” in the future. Comments in “Danmaku” are more like memes on the 

internet, and thus have special language style and are quite different from the lan-

guage in everyday life. The vague range of the meaning and the lack of context make 

it difficult for traditional method (such as TF-IDF and word2vec) to handle. However, 

in online education situations, this study provides a platform where learning status 

related emotions can be detected, and thus make it easier to label those timeline-

anchored comments even if we don’t know their exact meanings. 

4.2 Practical Contribution 

In practical aspect, this model and system can help reduce teaching pressure of in-

structors facing hundreds of students at the same time when teaching on the internet. 

An experienced teacher can handle the students’ learning status so that he/she may 

improve or adjust teaching strategy, but in online real-time teaching situations the 

instructors require more feedbacks from the students. This study provides a practical 

method to show comprehensive and real-time feedbacks, with data obtained from 

common channels: facial expressions from live camera, and real-time comments from 

Danmaku or chatting room. 

To illustrate the feasibility of this idea, we design an interface to clearly present all 

the data generated from the model (see Fig. 4). The upper part shows the education 

video, and the lower part shows the trends of emotions on a line chart with an axis of 

timeline. 



 

Fig. 4. Feedback interface of learning status 

Based on the multimodal data collected from the video watchers, the chart shows the 

confidence of the emotional classification from the fusion model at a frequency of 

once per 15 seconds. When the number is positive, the more it closes to 1, the more 

likely the watcher feels interesting/easy about the video content; when the number is 

negative, the more it closes to -1, the more likely the watcher feels boring/difficult. 

This feedback might help the instructors to judge whether their students are in a good 

learning status.  

Moreover, the feedbacks are also anchored with time. Click the data point on the 

chart, and the upper video will skip to the time accordingly. This would help the in-

structors to focus on the exact time that really matters on students’ learning status. 

5 Conclusion 

In this study we collect the multimodal data including facial expressions and com-

ment text when the students watch teaching videos online and label them with two 

dimensions (interestingness, difficulty) in the subjective learning status. Then after 

pre-processing such as face recognition from video screenshots and normalization of 

comment text, we build a fusion model with artificial neural network methods to cal-

culate the real-time learning status in the two dimensions. The study also designs a 

result display interface, showing the results from the model and interactive functions 

that are easy for instructors to check the real-time teaching effect.  

Our system can give objective, specific timeline-based feedback to instructors, 

which overcomes the shortages of previous feedback methods. Moreover, we put 



forward a possible approach to link multiple learning status with facial expressions 

and recognition of learning status related comments based on the method of our study.  
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